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ABSTRACT

By using a multi-phase Navier–Stokes solver combining the volume of fluid approach for water–air interface, the large-eddy simulations
method for turbulence effect, and the overset mesh technique for moving boundary, we investigate the dynamics and energetics of a neutrally
buoyant sphere during water exit process. The sphere is launched vertically with various initial velocities. In our analysis, the water exit pro-
cess is divided into three distinct phases, fully submerged, partially submerged, and airborne. The focus is on the roles of the gravity, buoy-
ancy, viscous, and wave-radiation forces in determining the motion and energy exchange/dissipation. During the fully submerged phase, the
energy loss of the sphere is caused by the viscous force and the wave-radiation force, with the former playing the dominating role. In the par-
tially submerged phase, the buoyancy force decreases as the submerged volume is reduced. However, under certain conditions, there could be
an additional supporting force on the sphere caused by upward water flow beneath it. Once the sphere is fully airborne, its motion is primar-
ily governed by gravity, and the maximum height it attains correlates strongly with the water-exit speed. These findings offer deeper insights
into optimizing underwater launch parameters and understanding energy transfer mechanisms in water exit scenarios.

VC 2025 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution-NonCommercial-
NoDerivs 4.0 International (CC BY-NC-ND) license (https://creativecommons.org/licenses/by-nc-nd/4.0/). https://doi.org/10.1063/5.0253520

I. INTRODUCTION

The process in which a submerged object ascends through the
water–air interface is called “water exit.” This process occurs ubiqui-
tously in both natural and engineering activities, e.g., fish leaping out
of water,1,2 underwater projectile launches,3–10 transitions of
unmanned aerial–underwater vehicles from water to air,11–17 and the
retrieval of deep-sea mining vehicles (DSMV).18,19 Consequently, this
problem has attracted significant research interest across various fields.

Water exit is a highly complicated multi-physics problem involv-
ing multiphase flows, nonlinear free surface dynamics, turbulence, and
cavitation/supercavitation.4,9,20–23 Existing studies have examined
objects with both simple geometries, such as a sphere, an ellipsoid, or a
cylinder,12,24–28 and complex geometries, such as a fish,1,2 a robotic
vehicle,11 an unmanned aerial–underwater vehicle,13,29 or a deep-sea
mining vehicle.18,19 These studies concentrate mostly on five key
aspects: (a) the dynamic responses of the object, including its kinemat-
ics (velocity and displacement) and the forces acting upon it, (b) the
development of the entrained water column and free surface deforma-
tion, (c) the formation and evolution of cavities attached to the object,

(d) wake formation and vortex structures, and (e) the influence of
external conditions, such as floating ice and waves.

Understanding the dynamics of water exit is crucial. Factors such
as free surface evolution, the entrained water column behind the
object, and the water mass carried by the object continuously act upon
it throughout the process. For instance, Takamure and
Uchiyama12,24,30 conducted experiments with solid spheres launched
underwater at various depths and initial velocities to explore the rela-
tionship between submerged depth and maximum rise height. They
also examined the trajectories of spheres with different densities and
the deformations of the water surface caused by these spheres. Yun
et al.26 investigated the hydrodynamic characteristics of cylindrical
objects during water exit using high-speed photography, focusing on
how initial velocity and submerged depth influence the hydrodynamic
forces experienced. Ni et al.31 utilized a boundary element method
based on the potential flow theory to simulate the water exit of ellipsoi-
dal bodies, providing detailed data on pressure, force, and progressive
free surface deformations. Truscott et al.32 examined the trajectories of
buoyant spheres released underwater. They identified two primary
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modes of motion: the vertical mode, characterized by nearly vertical
trajectories and larger pop-up heights, and the oscillatory mode, char-
acterized by periodic lateral movements and lower pop-up heights due
to unsteady vortex shedding. Tassin et al.33 numerically modeled the
water entry and exit processes of two-dimensional deformable objects.
In addition, studies on objects with more complex geometries, such as
aerial-underwater vehicles, have also illustrated their dynamic behav-
iors during water exit.11,13,14,16,29

In addition to dynamic responses, several studies have delved
into the complex flow phenomena associated with water exit, focusing
on entrained water column evolution and free surface deformations.
Guo et al.34 numerically examined the evolution of the entrained water
column by partially submerged spheres with various velocities and
submergence depths, revealing that the initial submergence depth is a
critical factor determining the dynamics and breakup of the water col-
umn. Wu et al.25 employed high-speed cameras to observe free surface
motion during the water exit of spheres. Zhu et al.,35 Greenhow,28 and
Xia et al.36 analyzed the free surface waves induced by the forced
motion of fully or partially submerged horizontal cylinders. Haohao
et al.37 explored the waterfall evolution during the water exit of
spheres.

Cavitation during water exit is another focal point. Fu et al.38 con-
ducted experiments using high-speed cameras to observe the vertical
water exit of slender objects. They studied the formation, development,
and collapse of surrounding cavities, as well as the dynamic character-
istics of shoulder and wake cavities. Similarly, Zhang et al.3 examined
the evolution of cavities during the underwater launch of high-
pressure venting vehicles and demonstrated that re-entrant jets were
the primary factor influencing cavity development patterns (e.g., par-
tial cavitating and supercavitating states). Moreover, Nguyen et al.,22

Chen et al.,4 Zhang et al.,6 Wang et al.,7 and Nguyen et al.9 explored
cavitation shedding and collapse phenomena during the water exit of
axisymmetric projectiles. They analyzed the pressure profiles during
cavitation evolution and elucidated the instantaneous high-pressure
phenomena resulting from cavitation collapse. Chu et al.39 further
investigated the evolution of cavities during the water exit of cylindrical
bodies and simulated the interactions between the free surface and
cavities.

Another prominent research area is the vortex structure around
projectiles and underwater vehicles during water exit. Gao et al.10 uti-
lized delayed detached eddy simulation (DDES) to model the wake of
underwater projectiles during launch. Their study provided a detailed
analysis of the flow field, vortex structure, and mechanisms of wake
vortex evolution. Lin et al.17 numerically investigated the underwater
launch of aerial-underwater vehicles and conducted comparative anal-
yses of wake vortex intensity, pressure distribution, and air–water
phase distribution evolution patterns. Likewise, Qu et al.8 investigated
the vortex structures of surface-vented cavities during the water exit of
underwater projectiles through numerical simulations.

The impact of floating ice and waves on water exit has also been
studied, mostly via numerical modeling. Wang et al.40 developed a six-
degree-of-freedom motion model for floating ice and vehicles using a
dynamic fluid–structure interaction (DFBI) module combined with an
overlapping grid method. This model was applied to examine how
varying ice quantities, thicknesses, and shapes influence cavity evolu-
tion and vehicle motion characteristics. Similarly, Zhang et al.,41 You
et al.,23 and Wang et al.5 employed coupled computational fluid

dynamics (CFD) and discrete element method (DEM) to study
dynamics of underwater and high-speed vehicles, as well as cylindrical
bodies, in ice-covered regions. Liu et al.15 utilized CFD and the VOF
method to simulate the stability of aerial-underwater vehicles with dif-
ferent launch angles and velocities at the air–water interface. A similar
numerical model was applied by Huang et al.18,19 to examine the effect
of incoming waves on the orientation and motion of deep-sea mining
vehicles (DSMV) during water exit.

In summary, most existing studies on the water exit problem con-
centrate on the kinematics of objects, surface pressure distributions,
and the evolution of the surrounding flow field. Meanwhile, detailed
analyses of energy exchange and energy loss during this process
remains scarce. Understanding the energetics of water exit is crucial
because the process inherently involves significant energy conversion
and dissipation due to interactions with the surrounding fluid and the
free surface. Forces, such as gravity, buoyancy, viscous force, wave-
induced force, and surface tension force, affect the energy status of an
object and its dynamic behaviors. A comprehensive analysis of how
these forces contribute to energy conversion and dissipation can pro-
vide deeper insight into optimizing the design of marine vehicles and
other systems undergoing water exit.

The paper is organized as follows: First, we describe the physical
problem of water exit, dividing the process into distinct stages and
defining key parameters. Next, the primary contributions to energy
exchange and energy loss during water exit are analyzed.
Mathematical formulations, including the governing equations of fluid
dynamics, free surface modeling, and numerical aspects, such as the
numerical algorithm, computational setup, and overset mesh tech-
nique, are then presented. Subsequently, the numerical methods are
validated using the water entry problem of a three-dimensional cone.
This is followed by the numerical results and discussions regarding the
dynamics and energetics of spheres with different initial velocities dur-
ing water exit. Finally, conclusions are drawn based on the findings.

II. PHYSICAL PROBLEM

As illustrated in Fig. 1, this study investigates the water exit pro-
cess of a smooth, homogeneous, and neutrally buoyant sphere with
diameter D. The sphere is initially positioned at a depth h0 and
launched with an initial velocity U0. The analysis considers a vertical
launch during which the sphere moves along the z axis only, where z is
the coordinate in the vertical direction pointing upwards and z¼ 0 is
the mean free surface. Driven by its initial velocity, the sphere ascends
through the free surface into the air, reaching a maximum height h1.
This process is divided into three phases: phase 1 (fully submerged),
during which the sphere moves from Z¼ h0 to Z¼�0.5D (the sym-
bol Z represents the z location of the center of the sphere), phase 2
(partially submerged), during which the sphere moves from
Z¼�0.5D to Z¼ 0.5D, attaining an exit velocity Ue, and phase 3 (air-
borne), during which sphere continues upward from Z¼ 0.5D to its
maximum height h1. In the current study, we consider a case in which
D¼ 0.2 and h0 ¼�0.8m.

III. ENERGY ANALYSIS

The energy transitions during phases 1 and 2 of the water exit
process are the primary focus of this study. Four key factors are consid-
ered: (a) gravitational force Fg, which drives the transformation of
kinetic energy into gravitational potential energy, (b) buoyancy force
Fb, which converts potential energy into kinetic energy, (c) viscosity
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force Fv, which causes energy dissipation, and (d) wave-radiation force
Fw, which results in energy loss through radiation damping. The defi-
nition of Fb is based on a linear approximation using the volume of
the sphere below the mean free surface z¼ 0. The positive directions
of all of these forces are theþz direction.

Incidentally, the above classification of forces is based on their
physical origin rather than their directions relative to the motion of the
sphere. For example, “drag force,” which generally refers to the fluid
force opposing the motion of an object, is implicitly represented here
as the combination of viscous and wave-radiation forces. Hereafter,
symbols with subscripts g, b, v, and w refer to quantities related to
gravity, buoyancy, viscosity, and wave effects, respectively.

Although surface tension may play an important role in the
dynamics of a sphere as it crosses the water–air interface under certain
conditions, the large size of the sphere in this study results in a Weber
number (defined as qU2D=r, where q is the fluid density, U is the
characteristic speed, and r is the surface tension coefficient) greater
than 10. This indicates that the surface tension effects are negligible.

According to conservation of energy, we have

EA þWg þWb þWv þWw ¼ EB; (1)

where

Wi ¼
ðz¼zB

z¼zA

Fidz i ¼ g; b; v;wð Þ: (2)

In Eq. (1), EA and EB represent the kinetic energy of the sphere at posi-
tions ZA and ZB, respectively. Wi (i¼ g, b, v, w) represent the work
done by different forces on the sphere.

In phase 1, gravity and buoyancy are balanced (i.e., Fb þ Fg ¼ 0Þ
so that Wg and Wb cancel each other. The kinetic energy loss during
this phase is, thus, purely due to viscous damping and wave radiation
damping. In phase 2, when the submerged volume is reduced,
Fb þ Fg < 0. Therefore, during this phase, the reduction in the kinetic
energy is caused by the kinetic-to-potential energy conversion as well

as dissipation associated with viscosity and wave radiation. Interestingly,
unlike its role as a damper in phase 1 in phase 2 the flow activity associ-
ated with the free surface dynamics may actually cause positive energy
input into the sphere, a phenomenon further discussed in Sec. VI.

Among the factors influencing the energy state of the sphere, Fg
and Fb are well-defined and readily calculated based on the position of
the sphere. In contrast, Fv and Fw are coupled, making it difficult to
separate their contributions. To address this issue, an approximate
method is introduced to decouple the effects of viscous and wave-
radiation forces in phase 1.

Toward this end, two simulations need to be performed:

a. The first simulation involves the free ascent of the sphere with
initial velocity U0. In this simulation, the dynamic viscosity of
water is 1.0� 10�6m2/s, respectively. In this case, the fluid
force on the sphere includes contributions from buoyancy (Fb),
viscosity (Fv), and wave radiation (Fw). This combined force is
calculated and denoted as Fbvw.

b. In the second simulation, the sphere follows a prescribed
motion based on the displacement time history from the first
simulation. However, the viscosity of the fluid is zero so that the
dynamic forces on the sphere include the buoyancy and wave
effects only. The force obtained this way is, thus, denoted as Fbw.

Assuming that the viscous effect does not significantly impact
wave generation, the viscous force is estimated as Fv � Fbvw � Fbw.
Consequently, Fw ¼ Fbvw � Fb � Fv.

IV. METHODOLOGY
A. Governing equations

CFD simulations are conducted to comprehensively analyze the
dynamics of the sphere during water exit, accounting for fluid viscos-
ity, buoyancy, gravity, nonlinear wave–body interactions, and other
mechanisms. By employing large eddy simulation (LES), the spatially
filtered Navier–Stokes equations become

FIG. 1. Schematic of water exit of a sphere.
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@ui

@xi
¼ 0; (3)

@qui

@t
þ @

@xj
qui uj � ûj
� �� � ¼ � @pi

@xi
þ @

@xj
le

@ui

@xj
þ @uj

@xi

 !" #
� @sij

@xj

þ qgi;

(4)

where xi represents the Cartesian coordinates, with the subscript i
denoting the ith component, corresponding to the x, y, and z direc-
tions (x and y are the horizontal coordinates), respectively. ui repre-
sents the resolved filtered velocity component of the flow velocity
vector u, while pi represents the resolved filtered pressure. ûj denotes
the velocity of the moving mesh (see Sec. IVC3). le ¼ q(�þ�t) is the
effective dynamic viscosity, with � and �t being the kinematic and
eddy viscosities, respectively. gi represents the gravity acceleration.

The subgrid-scale (SGS) stress tensor, sij ¼ uiuj � uiuj, is mod-
eled using the standard Smagorinsky model42 so that

sij ¼ �2tSSij; (5)

tS ¼ CsDð Þ2 2SijSij
� �1=2

; Sij ¼ 1
2

@ui

@xj
þ @uj

@xi

 !
; (6)

where tS denotes the subgrid viscosity, and the spatial filter D ¼
ðDxDyDzÞ1=3 is defined by the grid sizes Dx, Dy, and Dz in the respec-
tive directions. The Smargorinsky coefficient Cs is set as 0.14.

B. Free surface modeling

The VOF method43 is employed to model the interface between
water and air. The volume fraction a represents the interface, where
a¼ 1 indicates a cell fully occupied by water, a¼ 0 corresponds to a
cell filled with air, and 0< a< 1 denotes a partially filled cell near the
free surface. The evolution of a is governed by the following transport
equation:

@a
@t

þ @

@xj
ui � ûið Þa½ � þ @

@xj
uri 1� að Þa½ � ¼ 0: (7)

To maintain a sharp interface and ensure a is conserved and bounded
between 0 and 1, an artificial compression term r � ur 1� að Þa½ � is
introduced. Here, ur is a velocity field that compresses the interface
and acts exclusively near the free surface.

The fluid density and viscosity are modeled as a mixture of water
and air and expressed as

q ¼ aqw þ 1� að Þqa; (8)

l ¼ alw þ 1� að Þla; (9)

where qw and qa are the densities of water and air, respectively. lw
and la represent their dynamic viscosities.

C. Numerical issues

1. Numerical algorithm

The fluid solver applies the finite volume method to discretize the
governing equations in the fluid domain. Pressure–velocity coupling is
implemented using the PIMPLE algorithm, which integrates the

PISO44 and SIMPLE45 methods. Temporal discretization is performed
using the second-order Crank–Nicolson scheme, with convective
terms treated using a second-order upwind scheme. Gradient terms
are approximated using a second-order cell-limited Gauss linear
scheme.

2. Computational setup

The computational domain, illustrated in Fig. 2, measures
30D� 30D� 30D in the Cartesian coordinate system, with a water
depth of 15D, where the diameter of the sphere D¼ 0.2m. As men-
tioned earlier, the initial position of the center of the sphere is set at
h0 ¼�4D. The sphere maintains a distance of 15D from the side walls
to minimize wave reflection effects. The sphere has a density matching
that of water (qs ¼ qw ¼ 998.2 kg/m3). The range of the initial velocity
is 0.75<U0=Uc < 2.68, where Uc ¼ 3.393m/s is the critical velocity
required for the sphere to just exit the water (i.e., the highest position
of its center is Z¼ 0.5D). The range of Reynolds number (Re) based
on the initial velocity and the diameter of the sphere is
5� 105<Re< 4.5� 106.

For simplicity, the sphere is only allowed to move along the z-
axis. No-slip and no-flux boundary conditions are applied at the side
walls and the bottom. A zero-gradient condition for velocity is applied
at the top boundary. Boundary conditions are detailed in Fig. 2, where
Uz denotes the sphere’s vertical velocity.

3. Overset mesh

To mitigate severe mesh deformation caused by significant
boundary motions, the overset grid strategy is employed. This tech-
nique employs overlapping grids that move independently, enabling
the simulation of complex moving geometries without excessive mesh
distortion.46,47

FIG. 2. Computational domain and boundary conditions for water exit motion of
sphere.
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As illustrated in Fig. 3, our approach uses two distinct meshes: a
fixed background mesh, and a body-fitted mesh that moves with the
solid object. The background mesh fills the entire computational
domain, which remains undistorted throughout the simulation. The
body-fitted mesh conforms to the geometry of the moving sphere for
high resolution in that critical region. The governing equations are
solved on both meshes using the Eulerian framework, and data are
exchanged through interpolation between two sets of meshes.

The overset grid workflow consists of four steps performed at
each time step:

a. Identification of hole cells: Hole cells are regions in the back-
ground mesh that are occupied by the moving body and are
excluded from the simulation. These cells are identified and
excluded to ensure no fluid equations are solved within them.

b. Identification of fringe cells: Fringe cells, located at the inter-
face between the meshes, enable data exchange between the
grids. In the background mesh, fringe cells are adjacent to the
hole cells, while in the body-fitted mesh, they are located at the
outer boundary.

c. Identification of donor cells: Donor cells are the nearest neigh-
boring cells in each mesh that provide data to fringe cells for
interpolation.

d. Interpolation of values between donor and fringe cells: Linear
interpolation is used to transfer data from donor cells to fringe
cells, ensuring continuity of flow variables across the overlap-
ping grids.

This approach preserves the structure of the background mesh
while accommodating the motion of the body-fitted mesh. Although
these computations increase the overall cost compared with traditional
deforming mesh methods, the overset method provides enhanced flexi-
bility and accuracy for large boundary motions. This makes it particu-
larly suitable for dynamic simulations, such as cross-medium transition.

V. VALIDATION
A. Case A: Water entry of a cone

To validate the accuracy of the numerical method, the water entry
of a three-dimensional cone is simulated, and results are compared
with experimental data from Lugni et al.48 As shown in Fig. 4(a), the

FIG. 3. Schematic diagram of overset mesh: (a) body-fitted mesh and (b) background mesh, where green points represent hole cells, red and black points denote fringe cells,
and donor cells are indicated by nearby points.

FIG. 4. Computational setup for water entry of the cone: (a) geometry model and (b) computational domain and boundary conditions.
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cone has a maximum diameter Dm ¼ 250mm, with an upper cylindri-
cal section of 65mm in height and a lower conical section of 125mm
in height. The density ratio of the cone to water is 1.88. Two monitor-
ing points [I and II, as marked in Fig. 4(a)] are positioned at varying
radial distances from the cone’s central axis.

The computational domain, shown in Fig. 4(b), measures 3.6m
in length, width, and height, with a water depth of 2.25m. Initially, the
cone is centrally located within the computational domain, with its
lower vertex positioned at 1.09m above the water surface. Starting at
rest, it reaches the water surface with a velocity of 3.98

ffiffiffiffiffiffiffiffiffi
gDm

p
, consis-

tent with the experiment. No-slip and no-flux boundary conditions are
imposed on the side walls and the bottom, while a zero-gradient veloc-
ity condition is applied at the top boundary.

Figure 5 illustrates the evolution of the flow field from the
moment of impact to the cavity pinch-off. The left panels present
numerical simulation results, where the blue surface represents the free
surface, while the right panels depict experimental snapshots. The sim-
ulations accurately capture cavity development during water entry,
showing reasonable agreement with experimental observations.
However, droplet splashing upon cone impact is not reproduced in the
simulations, likely due to insufficient mesh resolution.

Figure 6 compares the displacement, velocity, acceleration of the
cone as well as time histories of the pressure at the monitoring points
between numerical simulations and experimental measurements. Both
the dynamic behavior and surface pressure data exhibit good agree-
ment, demonstrating that the current numerical method effectively
simulates large boundary motions across the water–air interface.

B. Case B: Flow over a sphere

To further validate the numerical method, simulations of flow
over a sphere in a uniform medium were conducted at Re¼ 3700,
where Re¼ uxD/� is based on the free-stream velocity ux and the
sphere’s diameter D. The computational domain is a cuboid region

defined by x 2 [�5D, 20D], y 2 [�7D, 7D], z 2 [�7D, 7D], with the
sphere fixed at the origin (0, 0, 0), as depicted in Fig. 7.

At the inlet boundary, an incoming-flow velocity u¼ (ux, 0, 0) is
prescribed. The same velocity is applied to all external boundaries
except for the outlet, where a zero-gradient condition is imposed. No-
slip boundary conditions are enforced on the sphere’s surface.

The time-averaged flow characteristics from the present LES sim-
ulations are compared with experimental data and direct numerical
simulation (DNS) results, as summarized in Table I. The table includes
the vortex-shedding frequency (St), the separation angle (us) measured
from the stagnation point, and the mean drag coefficient (Cd ). Overall,
the results show good agreement with previous studies.

VI. RESULTS AND DISCUSSION

This section presents the results on the dynamics and energetics
of a sphere with varying initial velocities (U0) during water exit. The
discussion begins with convergence tests for grid size and time step to
ensure the accuracy of the numerical simulations. Next, a representa-
tive case in which the sphere’s initial velocity equals the critical velocity
(Uc) is analyzed to provide comprehensive understanding of the
dynamic behavior and energy transition during water exit.
Subsequently, the results for spheres with varying initial velocities are
examined to explore the influence of initial velocity on their behavior
throughout the water exit process.

A. Convergence tests

To further ensure the accuracy of the numerical simulations,
three sets of grids with different resolutions are generated. The grid
size near the sphere and the total number of cells for each set are sum-
marized in Table II. The initial speed of the sphere is set to
U0 ¼Uc ¼ 3.393m/s. A time step of Dt¼ 1� 10�3 s is used for this
test. In addition, time step independence is examined using
Dt¼ 5� 10�4, 1� 10�3, and 2� 10�3 s with the medium-resolution
mesh. Figure 8 shows the time histories of the sphere’s displacement

FIG. 5. Comparison of numerical and experimental results for cavity evolution during cone water entry: (a) present work and (b) experiment.48 Reproduced from Lugni et al.,
Phys. Fluids 33(3) (2021). Copyright 2021 AIP Publishing.
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and velocity for different mesh resolutions and time steps. The results
indicate that the medium and fine meshes produce similar results, and
the results at Dt¼ 1� 10�3 s closely match those at Dt¼ 5� 10�4 s.
Therefore, to balance computational efficiency and accuracy, the
medium mesh with Dt¼ 1� 10�3 s is selected for subsequent
simulations.

B. Dynamics and energetics with critical velocity

1. Dynamic behavior

The kinematic responses of the sphere with critical velocity (Uc)
during water exit, including the displacement (Z), the velocity (Uz),
and the acceleration (az), are first analyzed and presented in Fig. 9.

In phase 1 (0< t< 0.421 s), the sphere remains fully submerged.
As it moves upward, Uz decreases due to the effects of viscous force
(Fv) and wave-radiation force (Fw), while gravity (Fg) and buoyancy
(Fb) remain balanced. As shown in Fig. 10(a), both Fv and Fw are in
the opposite direction of Uz, with Fvj j> Fwj j. As the sphere
approaches the free surface, the magnitude of Fv decreases because it is
roughly proportional to the square of Uz. The behavior of Fw is more

FIG. 7. Computational domain and boundary conditions for flow over a sphere.

TABLE I. Comparisons of dynamic features about the flow around a sphere.

St us (
�) Cd

Present work (LES) 0.208 87.8 0.371
Rodriguez et al.49 (DNS) 0.215 89.4 0.394
Kim and Durbin50 (exp.) 0.225 � � � � � �
Sakamoto and Haniu51 (exp.) 0.204 � � � � � �
Yun et al.52 (LES) 0.210 90.0 0.335
Schlichting and Gersten53 (exp.) � � � � � � 0.390

TABLE II. Summary of mesh in grid convergence test.

Mesh type Minimum grid size Total number of grids

Coarse mesh 0.049D� 0.049D� 0.049D 1.63� 106

Medium mesh 0.035D� 0.035D� 0.035D 4.60� 106

Fine mesh 0.025D� 0.025D� 0.025D 13.0� 106

FIG. 6. Comparison of time histories of dynamic behaviors and pressure on the cone after the moment it hits free surface: (a) vertical position of the lower vertex, (b) velocity,
(c) acceleration, and (d) pressure.
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complicated as it is affected by two counteracting effects. On the one
hand, as the distance between the sphere and the free surface decreases,
the interaction between them increases exponentially. On the other
hand, when Uz decreases, the disturbance caused by the sphere on the
free surface diminishes, leading to a reduction in the force exerted by
the free surface on the sphere. In the specific case shown in Fig. 10(a),
the second effect prevails over the first one, and the magnitude of Fw
drops as the sphere approaches the free surface. Corresponding to the
reduction of the viscous and wave-radiation forces, there is a gradual
reduction in azj j (see Fig. 9).

In phase 2 (0.421 s< t< 0.657 s), Fb decreases as the sphere
begins to exit the water, while Fg remains constant. As gravity exceeds
buoyancy, the sphere undergoes rapid deceleration until Uz reaches
zero at 0.657 s, when the sphere reaches its highest position
(h1 ¼ 0.5D). As the sphere enters air, Fv decreases significantly because
of reduced fluid density and viscosity. In addition, in phase 2, there is
no easy way to separate Fv from Fw. For simplicity, these two forces
are considered jointly as Fvw, as shown in Fig. 10(b).

An interesting phenomenon occurs within the time slot
0.6 s< t< 0.657 s: although Fb continues to decrease, increasing the
disparity between Fg and Fb, the deceleration rate azj j does not
increase but rather decreases slightly. Further examination shows that
this is attributed to the transition of Fvw from negative to positive in
this stage. Since the viscous force has to remain negative, the implica-
tion is that the wave-radiation force begins to act upward [see
Fig. 10(b)].

To explore the mechanism behind the negative-to-positive shift
in Fvw during water exit, the evolution of the free surface is illustrated

in Fig. 11. In phase 1, as the sphere ascends toward the free surface, the
water directly above it is not able to flow laterally away quickly enough
to accommodate the sphere’s upward motion. It accumulates into a
dome-like protrusion. As the sphere emerges from water, the free sur-
face is pierced. The water from above the sphere flows downward
along its sides and converges below it (Fig. 11 at Z¼ 0.25D).
Simultaneously, the free surface on both sides of the sphere sinks below
z¼ 0 (indicated by the red arrows), whereas the water column beneath
the sphere is raised and provides upward support. This observation
offers an intuitive explanation for positive Fvw acting on the sphere
during this phase.

For insight, the pressure distributions along the sphere’s x–z cross
section at various instants are illustrated in Fig. 12 to quantitatively
explain the transition of Fvw from negative to positive. The pressures
displayed in the figures are defined as follows:

ps ¼
qghw hw > 0

0 hw � 0;

(
(10)

pd ¼ pt � ps; (11)

where hw denotes the water depth at the sphere’s position (i.e., the ver-
tical distance from the point on the surface of the sphere to the mean
location of the free surface, which is equal to the negative of the z-coor-
dinate of this point). Subsequently, ps is the linearized static pressure
on the sphere’s surface under the assumption of no free surface defor-
mation. pt and pd represent the total pressure and dynamic pressure
on the sphere’s surface, respectively. Hereby, the total pressure is deter-
mined numerically in our model.

FIG. 8. Time histories of the vertical displacement and velocity of the sphere with different mesh resolutions and time steps: (a) displacement and (b) velocity with different
meshes; (c) displacement and (d) velocity with different time steps.
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FIG. 9. Time histories of the position (Z), velocity (Uz), and acceleration (az) of the sphere with initial velocity U0 ¼Uc.

FIG. 10. Variation of external forces acting on the sphere with position: (a) phase 1 and (2) phase 2.
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The buoyancy force (Fb) acting on the sphere is determined by
integrating ps over the sphere’s surface. During phase 2, Fvw acting on
the sphere includes contributions from pressure effects as well as shear
and normal stresses due to viscosity. However, these viscous effects are
negligible due to the large Reynolds number (6.8� 105) so that Fvw is
mostly attributed to pd.

As shown in Fig. 12, when the sphere is fully submerged
(�1.25D<Z<�0.5D), ps remains positive and is larger on the
sphere’s lower surface (�180 � < h< 0 �) than on its upper surface
(0 � < h< 180 �), resulting in a positive Fb. During this period, pd is
positive in parts of both the upper surface (60 � < h< 120 �) and lower
surface (�150 � < h<�30 �), with pd on the upper surface being sig-
nificantly larger than the one on the lower surface. This leads to a neg-
ative Fvw, consistent with the results presented in Fig. 10(a).

As the sphere is crossing the free surface (�0.5D<Z< 0.5D), its
upper surface gradually emerges into the air, reducing ps to nearly
zero, while ps on the lower surface decreases as it approaches the free
surface, resulting in a reduced Fb. Similarly, since the upper surface
enters the air, pd there approaches zero, but pd on the sphere’s lower
surface remains positive, driving the negative-to-positive transition of
Fvw.

Meanwhile, the free surface along the sphere’s sides begins to
depress, as indicated by the green arrows in Figs. 12(g) and 12(h),
causing the surrounding fluid to compress toward the sphere’s bottom.
This compression increases the positive pd beneath the sphere to sup-
port it.

To gain a deeper understanding of the evolution of the flow field
around the sphere during water exit, the velocity field (uz � UzÞ, pres-
sure field (pd), and vorticity field are illustrated in Figs. 12–14.

In phase 1, the sphere is fully submerged and surrounded by
water. As it ascends, the water above it is pushed, while the water
below it moves upward relative to it to fill the void left by the sphere.
Meanwhile, water on either side of the sphere moves downward, as
depicted in Fig. 13(a). These fluid motions create the dynamic pressure
distribution on the sphere’s surface: pd is positive on the upper and
lower surfaces, and negative on the sides, as shown in Fig. 14(a).
Meanwhile, the downward flow on both sides of the sphere causes
flow separation and forms a vortex ring visualized in Fig. 15.

In phase 2, as the sphere emerges from the water, pd on the upper
surface decreases markedly, as illustrated in Fig. 14(b). On the other
hand, the water beneath the sphere continues to move upward, form-
ing a jet-like flow beneath it, as presented in Fig. 13(b). This jet pro-
vides support to the sphere, increasing pd on its bottom surface. This
explains, more intuitively, the occurrence of positive Fvw.

2. Energetics analysis

To investigate the process of energy conversion and dissipation
during water exit, the powers of different forces ( _W e, i¼ g; b; v; w;
hereafter, symbols with dots on top represent time derivatives of the
corresponding quantity), as well as the rate of kinetic energy reduction
of the sphere ( _E), are illustrated in Fig. 16. In phase 2, the power con-
tributions from viscous and wave-radiation forces are considered
together and denoted as _W vw ¼ _W v þ _Ww.

In phase 1, all forces except Fb do negative work on the sphere, so
that _W b is positive, while _W g, _Ww, and _W v are negative. Since the
magnitudes of _W b and _W g are the same, they cancel each other. Since
_W v

�� �� is much larger than _Ww

�� ��, Fv contributes more to the kinetic
energy loss than Fw. As the sphere approaches the free surface, Uz

decreases, resulting in reductions in _Wi

�� �� (i ¼ g; b; v;w) and _Ej j.
In phase 2, _W b gradually decreases until the sphere reaches the

peak position (Z¼ 0.5D), where _W b ¼ 0. _W g also approaches zero as
Uz decreases. _Ej j initially increases due to the rapid reduction in Uz as
Fb diminishes, then decreases as Uz proceeds toward zero. Notably,
corresponding to the shift of Fvw from negative to positive, _W vw also
becomes positive, indicating that the wave-radiation force does positive
work on the sphere.

C. Dynamics and energetics with different initial
velocities

1. Kinematic analysis

To investigate the effect of initial velocity U0 on the kinematics
and energetics of the sphere during water exit, results with various val-
ues of U0 are analyzed. As shown in Fig. 17(a), the maximum height
(h1) reached by the sphere follows an approximately parabolic rela-
tionship with U0. Curve fitting yields the following equation:

h1 ¼ 0:0234 U0 þ 0:0222ð Þ2 � 0:0042 mð Þ: (12)

Additionally, as U0 increases, the ratio of the exit velocity Ue (defined
as the velocity of the sphere when Z¼ 0.5D) toU0 gradually increases,
eventually approaching a limiting value of approximately 0.65, as
shown in Fig. 17(b). This suggests that the minimum velocity loss dur-
ing phases 1 and 2 is approximately 0.35U0. Similarly, fitting the rela-
tionship betweenUe and h1 yields the following equation:

h1 ¼ 0:0508 Ue þ 0:05215ð Þ2 þ 0:09856 ðmÞ: (13)

FIG. 11. Free surface at various sphere positions during water exit: (a) phase 1 and (b) phase 2.
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FIG. 12. Pressure distribution on the surface of the sphere within the x–z cross section at various moments: (a) Z¼�1.25D, (b) Z¼�1D, (c) Z¼�0.75D, (d) Z¼�0.5D,e)
Z¼�0.25D, (f) Z¼ 0D, (g) Z¼ 0.25D, and (h) Z¼ 0.5D. In the dashed plot in the upper right, the red circle represents the sphere, and the black solid line indicates the free
surface.
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The quadratic coefficient 0.0508 (s2/m) is close to 1/(2 g), correspond-
ing to the complete conversion of kinetic energy into gravitational
potential energy. This indicates that in phase 3 the motion is primarily
governed by gravity, while the remaining water jet below the sphere
plays a minor role.

2. Energetics analysis

The ratios of the work done by various forces (Wi, where
i ¼ g; b; v; w) to the initial kinetic energy (E0) of the sphere with

different initial velocities are shown in Fig. 18. As U0 increases, these
ratios gradually decrease and then plateau. This indicates that the work
done by the external forces (Fi, where i ¼ g; b; v; w) becomes
proportional to E0 at larger U0. As indicated by Eq. (1),
DE ¼Pi¼g; b;v;wWi, the ratio DE=E0 should also decrease and plateau
with increasing U0. This aligns with the earlier observation that Ue=U0

approaches a constant at large U0 [see Fig. 17(b)].
According to Fig. 18(a), in phase 1 all the forces except for buoy-

ancy do negative work. Since gravity (Fg) and buoyancy (Fb) remain
constant, and the total displacement in this phase also remains
unchanged (Dz¼ 3.5D), the work done by gravity (Wg) and that by

FIG. 13. Relative vertical flow velocity (uz � Uz) around the sphere during water exit: (a) phase 1 and (b) phase 2.
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buoyancy (Wb) are constants. However, as E0 is proportional to U2
0 ,

bothWg=E0 and Wb=E0 should decrease with U0. On the other hand,
as U0 increases, both the viscous force (Fv) and the wave-radiation
force (Fw) increase, resulting in greater negative work (Wv and Ww),
although the ratios Wv=E0 and Ww=E0 decrease slightly with U0 as
suggested by our results. Notably, Wvj j is significantly larger than
Wwj j within the whole range of U0 we consider.

In phase 2, Wg and Wb also remain constant, causing Wg=E0
and Wb=E0 to decrease with increasing U0 before approaching zero.
Similarly, the work done by Fvw, denoted as Wvw ¼Wv þWw, also

decreases as U0 increases. Interestingly, whenU0=Uc> 2.01,Wvw shifts
from positive to negative. This transition is primarily attributed to
changes in the free surface behavior at different initial velocities.

To illustrate this, Fig. 19 shows snapshots of the free surface and
the pressure distribution on the surface of the sphere when
U0=Uc ¼ 2.68. In this case, the high velocity of the sphere during its
passage toward the free surface causes an upward bulge on the free sur-
face. As indicated by green arrows in Figs. 18(g) and 18(h), in this case,
there is no downward depression on the free surface for U0=Uc ¼ 1.0
shown in Fig. 12. This implies that during high-speed surface piercing,

FIG. 14. Dynamic pressure (pd) field around the sphere during water exit: (a) phase 1 and (b) phase 2.
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a larger region of the sphere remains immersed in water. This leads to
significant changes in the distribution of pd on the surface of the
sphere.

Specifically, while pd on the lower surface (�150 � < h<�30 �)
remains significantly higher than that on the upper surface
(30 � < h< 150 �), similar to the case of U0=Uc ¼ 1.0, a notable differ-
ence occurs in the lower lateral regions (�180 � < h<�150 � and

�30 � < h< 0 �). In these regions, the strong downwash flow induces
negative pd, so that Fvw remains negative throughout the water exit
procedure, leading to negativeWvw in phase 2.

VII. CONCLUSIONS

In this study, a numerical algorithm combining LES and an over-
set mesh technique is employed to simulate the water exit process of a

FIG. 15. The y-component of vorticity around the sphere during water exit: (a) phase 1 and (b) phase 2.

FIG. 16. Power due to external forces on the sphere: (a) phase 1 and (2) phase 2.
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neutrally buoyant sphere. The sphere is launched from a fixed under-
water position with different initial velocities. The dynamics of the
sphere during water exit are then simulated, focusing on its kinematics,
flow field evolution, pressure distribution, and energy transitions
through gravity, buoyancy, viscosity, and wave-radiation forces. The
impact of initial velocity on the kinematics and energetics is also thor-
oughly examined.

In our study, the water exit process is separated into three phases:
phase 1 (h0 <Z<�0.5D), phase 2 (�0.5D<Z< 0.5D), and phase 3
(0.5D<Z< h1). During phase 1, gravity and buoyancy forces balance
each other, and the kinetic energy of the sphere decreases due to vis-
cous and wave-radiation forces, with the viscous force dominating the
process. As the initial velocity U0 increases, the negative work done by

the viscous and wave-radiation forces relative to the initial kinetic
energy of the sphere decreases. The ratio of exit velocity to initial veloc-
ity (Ue=U0) approaches 0.65 as U0 is increased.

In phase 2, the diminishing buoyancy accelerates the loss of
kinetic energy. This energy loss is partially converted into gravitational
potential energy and the rest is dissipated through viscous and wave
damping effects. Notably, when U0=Uc < 2.01, the wave-radiation
force does positive work on the sphere in this phase, which is attrib-
uted to the upward jet beneath the sphere. However, this phenomenon
disappears when U0=Uc > 2.01.

In phase 3, the sphere is almost fully immersed in air so that
buoyancy and wave-radiation effects are negligible. Due to the small
viscosity and density of air, viscous force has minimal impact as well.

FIG. 17. Maximum height (h1) and exit velocity (Ue) of the sphere at different initial velocities: (a) maximum height and (b) exit velocity.

FIG. 18. Work done by various external forces during the sphere’s water exit at different initial velocities: (a) phase 1 and (2) phase 2.
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FIG. 19. Pressure distribution on the surface of the within the x–z cross section at U0=Uc ¼ 2.68: (a) Z¼�1.25D, (b) Z¼�1D, (c) Z¼�0.75D, (d) Z¼�0.5e, (e)
Z¼�0.25D, (f) Z¼ 0D, (g) Z¼ 0.25D, and (h) Z¼ 0.5D. In the dashed plot in the upper right, the red circle represents the sphere, and the black solid line indicates the free
surface.
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The dynamics of the sphere is, thus, dominated by gravity.
Consequently, its maximum height exhibits a parabolic dependence
upon the exit velocity.

This work brings insight about the dynamics and energetics of
objects during the water exit process. However, it does not account for
factors, such as initial submergence, launch angle, surface tension, and
object geometry. Incorporating these factors into future studies could
alter the observed energy transfer mechanisms. For example, varying
the submergence may change the duration of interaction with water,
affecting the acceleration and velocity profiles. Different launch angles
could alter flow separation and vortex generation patterns, impacting
the hydrodynamic loads on the object. Surface tension becomes partic-
ularly important for smaller objects or those with sharp edges. It affects
free surface deformation and causes energy dissipation through capil-
lary waves. In addition, objects with certain geometries may generate
asymmetric flow fields and pressure distributions, leading to more
complicated energy exchange processes.

Understanding these factors is crucial for practical applications,
such as the design and optimization of underwater vehicles, projectiles,
and marine structures, where accurate predictions of motion, stability,
and energy efficiency are essential. Therefore, future research should
address these aspects to achieve a more comprehensive understanding
of energy related mechanisms in water exit scenarios.
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